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A two-dimensional "nite element surface model is developed to determine velocities, depths,
and turning angles around vertical wall abutments. The model solves the Reynolds-averaged
turbulent #ow equations along a horizontal plane passing through the average water surface.
This approach is an improvement over the depth-averaged #ow models where dispersion terms
re#ecting vertical e!ects are neglected. In the model, vertical gradient e!ects are accounted for
through the use of power law for the vertical distribution of the longitudinal velocity; a similar
treatment is applied to lateral turbulent shear stresses. The model is capable of computing the
dynamic pressure distribution, which in turn is converted to water elevation values. The model,
being two dimensional, is computationally e$cient and practical to use. The numerical model
was successfully veri"ed using experimental data from vertical wall abutments and groins with
protrusion ratios (ratio of protrusion length perpendicular to direction of #ow to total channel
width) of 0)1, 0)2 and 0)3. The results show the occurrence of a high intensity velocity zone close
to the upstream abutment nose similar to those observed experimentally. The e!ects of
roughness, depth, and energy slope on the intensity of #ow "eld is investigated and an analytical
expression is developed. Numerical experiments indicate that grain roughness a!ects #ow "eld
around the abutment nose by controlling the magnitude of the lateral velocity component and
by controlling the lateral extent of the a!ected zone. Velocity ampli"cation at the abutment
nose is found to be mainly related to the protrusion ratio and to the friction factor, and can be
up to 1)75 times the approach velocities for protrusion ratios of 0)3. For a protrusion ratio of
0)3, for a typical range of roughness values the increase in nose velocities due to friction factor
alone was found to be up to 20 percent. ( 2000 Academic Press
1. INTRODUCTION

IN THE HYDRAULIC DESIGN of bridges, determination of #ow distribution around abutments is
an important aspect for the protection and safety assessment of structures. Bridge abut-
ments constrict the oncoming #ows and alter the approach #ow patterns. As shown in
Figure 1, the local increase in velocities and the resulting shear stresses cause scour around
the abutments. In evaluating the scour potential around abutment foundations or in sizing
the rip-rap material to be used for bank protection against scour, accurate estimation of the
#ow "eld is necessary.

In general, #ow around hydraulic structures can be numerically simulated through the
use of two-dimensional (2-D) or three-dimensional (3-D) turbulence models of varying
complexities. Depending on the physical nature of #ows and the zone of interest within the
0889}9746/00/070711#23 $35.00/0 ( 2000 Academic Press
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#ow domain, certain problems require the use of 3-D models (Ouillon & Dartus 1997;
Mayerle et al. 1995; Hafez 1995). The 2-D models are appropriate for applications involving
simpli"ed #ow regions (Bravo et al. 1996; Molls & Chaudhry 1995; Kimura & Hosoda
1997). Hafez (1995) explained that the non-linear k-e turbulence models are necessary to
determine the #ow "eld in the cross-sectional plane of an open channel where corner e!ects
are important. The use of simpli"ed turbulence models has been discussed in great detail by
Rodi (1993). The simpli"ed models, if applicable, o!er computational e$ciency, require
lower resolution input data, and contain much fewer calibration parameters. While
Thangam & Speziale (1992) reported that large number of iterations were needed for the
convergence of their standard k-e turbulence model, the simpli"ed constant eddy viscosity
models such as those by Tan (1992), Benque et al. (1992), Kimura & Hosoda (1997) for
solving engineering problems require much fewer iterations for convergence.

Past numerical investigations of water #ow around abutments are based on several
studies for #ow around groins and dikes which can be visualized as very thin abutments.
While the zone of interest in groins is mainly the recirculation zone behind the thin wall, in
abutments the upstream nose and contracted regions are of primary concern. Knowledge of
#ow intensity in these regions is needed to design adequate protection against the scouring
action of oncoming #ows.

Tingsanchali & Maheswaran (1990) used a two-dimensional depth-averaged k-e turbu-
lence model for #ow around groins. They incorporated a correction into their model to
account for streamline curvature and applied a 3-D correction for the roughness e!ects.
Tingsanchali & Maheswaran neglected the dispersion terms which appear in depth-
averaged equations and which account for the vertical e!ects. They also assumed the
pressure to have a hydrostatic distribution. Rodi (1993) stresses the importance of
the dispersion terms in #ows such as those around vertical wall abutments where there are
strong vertical velocity gradients. Mayerle et al. (1995), analyzing their results from six
turbulence models for simulating #ows near groins, attribute the discrepancy between
computed three-dimensional #ow patterns and experimental measurements to the assump-
tion of hydrostatic pressure distribution whatever the turbulence model is.

Ouillon & Dartus (1997), investigating #ow around groins, used a three-dimensional k-e
turbulence model along with both rigid-lid and three-dimensional free-surface versions of
the model. The free surface model used the porosity method to track the free surface.
Ouillon & Dartus' results showed that close to the nose region of the groin, which is the
zone of interest for local scour computations, there was no discrepancy between the rigid-lid
and free surface models; the di!erence in the #ow "eld was at the zone of #ow re-attachment
(recirculation), away from the scour region. Ouillon & Dartus presented their results for the
velocity "eld at two horizontal planes: one near the bed and the other near the free surface.
These results show no signi"cant di!erence in the #ow pattern which would warrant the use
of a complex three-dimensional model. Based on these "ndings, the rigid-lid assumption
and a 2-D model along the free surface are justi"ed for use in computing #ow around
vertical wall abutments.

Previous studies for dikes and groins mentioned above (Tingsanchali & Maheswaran
1990; Mayerle et al. 1995, Ouillon & Dartus 1997) focused on solving a particular #ow
problem and comparing simulation results with experimental measurements for a single
protrusion ratio (ratio of protrusion length perpendicular to direction of #ow, a, to total
channel width, B, or a/B). Additionally, bed roughness, #ow depth, #ow intensity, and
energy slope e!ects were not addressed which caused past calibration coe$cients to only
re#ect a narrow range of applications. This study aims to investigate the e!ects of protru-
sion, bed roughness, #ow depth, #ow intensity, and energy slope on the #ow "eld
around vertical wall abutments for a wide range of #ow conditions. For this purpose a



Figure 1. Local scour pattern around vertical wall abutments
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two-dimensional hydrodynamic model was developed to determine the #ow "eld around
vertical wall abutments. The numerical model was successfully tested and veri"ed against
experimental data. Next, using this model, the e!ects of roughness on the #ow "eld is
investigated and an expression which relates maximum nose velocity ampli"cation to
friction and protrusion ratio is developed.

2. THE HYDRODYNAMIC MODEL

2.1. GOVERNING EQUATIONS

A hydrodynamic model was developed for the prediction of the two-dimensional velocity,
#ow depth, and bed shear "elds necessary for the calculation of bed scour around vertical
wall abutments. The model is written in the Cartesian X-> coordinates where the X-
direction is in the main #ow direction (longitudinal direction) and the >-direction is in the
lateral direction. The #ow "eld in the horizontal plane is shown in Figure 2. The time-
averaged Navier-Stokes equations (Reynolds-averaged equations) for the mean turbulent
#ow under steady and incompressible conditions constitute the hydrodynamic model.
Along the water surface plane, the governing continuity and momentum equations in the X-
and >-directions are
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where u and v are the longitudinal and lateral surface velocities, respectively; P is the mean
pressure, l

T
is the turbulent viscosity; F

x
"g sin h and F

y
"0)0 are body forces in the X-

and >-direction, respectively, g is the gravitational acceleration; h is the average water
surface slope in the longitudinal direction; Z is vertical distance from channel bed; H is
the average #ow depth; q

s
, q

n
are the longitudinal and lateral turbulent shear stresses,

respectively; and o is the #uid density. The two shear stress terms evaluated at the water
surface which appear in equations (2) and (3) re#ect the e!ects of the vertical variation of the
turbulent shear stresses at the free surface. These stresses are related to the surface velocities
u and v, the friction factor f, the von Karman constant i, and the bed shear velocity.
Adopting the eddy viscosity concept, the longitudinal turbulent shear stresses can be
written as
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Assuming the power law for the vertical variation of the longitudinal velocity, it is possible
to express
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Figure 2. Finite element mesh and typical model output: (a) 4-node elements; (b) longitudinal velocity contours;
(c) lateral velocity contours
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where
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8

f
, (6)

in which u(Z) is the longitudinal local velocity as a function of vertical distance from bed;
;

!7
is the depth-averaged longitudinal velocity; and f is the Darcy-Weisbach friction factor.

Assuming a parabolic distribution, an expression for the vertical variation of the turbulent
viscosity can be written as
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in which<
*

is the shear velocity ("JgRS
E
); R is the hydraulic radius ("A/P), A being the

#ow area and P the wetted perimeter; S
E

is the slope of the energy gradient. Substituting
equations (5) through (7) into equation 4 yields
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Similarly, the vertical variation of the lateral turbulent shear can be shown to be
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In the derivation of equations (8) and (9), the ratio of the longitudinal shear to lateral shear
stress is assumed to be equal to the square of the longitudinal velocity to lateral velocity
ratio.

In the preceding formulations: (i) all quantities appearing in equations (1)}(3) are time
averaged; (ii) the laminar stresses are assumed to be negligible compared to the turbulent
shear stresses; (iii) the eddy-viscosity concept is applied for evaluating the turbulent stresses;
and (iv) the rigid lid approximation is applied for the water surface. Assuming isotropic
turbulent viscosity, the average turbulent viscosity is assumed to be the depth-average
turbulent viscosity used by Laufer (1951), and Rastogi & Rodi (1978). It is given as

l
T
"0)0765 H<

*
. (10)

2.2. NUMERICAL SOLUTION OF GOVERNING EQUATIONS

The governing equations are solved numerically by the "nite element method. In the "nite
element formulations, the governing equations are written in their weak form. That is, the
weighted average of the governing di!erential equations over the domain of analysis is
required to be zero for arbitrary weighting functions. Following the Galerkin method, the
weighting functions are interpreted as variations in the dependent variable. In order to
approximate velocity components for the two-dimensional domain of interest, the 4-node
rectangular elements are used. The pressure, which is not required to be continuous over the
domain, is assumed constant within each element.

Substitution of the "nite element approximating functions into governing equations
results in a set of integral equations. These equations are integrated over each element using
four-point Gaussian quadrature. The contributions of all element integrations are added
together to obtain a global matrix, the solution of which represents the "nite element
approximation of the boundary value problem. Due to the presence of the inertia terms, the
governing equations are nonlinear; therefore the global matrix representing these terms is
also nonlinear.

Due to the nonlinear nature of the governing equations, the numerical solution is
obtained by assuming initial values for the variables and by iterating. The initial values
assumed for the two velocity components and the pressure term were zero at all interior
nodes. Gauss forward elimination and back substitution techniques are used to solve the
systems of equations. After each iteration the solution vector is updated via
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where h is the relaxation coe$cient, taken as unity throughout this study, and superscripts
(n) and (n#1) refer to iteration counters. The iteration process is continued until the
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maximum di!erence between two successive iterations across all the nodes of the mesh is
less than a speci"c tolerance.

The iterative penalty approach (Zeinkiewicz 1989) is used to enforce the constraint of
incompressibility. In this approach, the non-hydrostatic pressure is considered as an
implicit variable adjusting itself to enforce the incompressibility constraint. The pressure is
de"ned by

P(n`1)"P(n)!jA
Lu

LX
#

Lv

L>B, (12)

where j is the penalty parameter. Replacing the pressure term in the momentum equations,
equations (2) and (3), with the de"nition given in equation (12) indirectly enforces the
conservation of mass condition. The continuity equation, equation (1), may then be omitted
from the set of governing equations, reducing the number of simultaneous equations from
three to two, and therefore improving the computational e$ciency. After solving the system
of equations and obtaining the velocities u and v, the pressure value is updated according to
equation (12).

2.3. BOUNDARY CONDITIONS

Boundary conditions used in the present modeling study are summarized as follows.

(i) At the upstream boundary, uniform longitudinal entrance velocities are prescribed
and lateral velocities are set equal to zero (u";, v"0).

(ii) At the downstream boundary, for the longitudinal velocity, fully developed #ow
conditions (uniform #ow) are applied (Lu/LX"0). For the lateral velocity equation, the
lateral boundary shear is set to zero.

(iii) For the channel wall opposite to the abutment, virtual wall boundary conditions
were applied using the logarithmic velocity distribution and smooth wall roughness condi-
tions (Rodi 1993). The virtual boundary was located at a dimensionless distance of
>

w
"0)01 B from the boundary, with the corresponding wall shear Reynolds number,

R
w

(">
w
<
*
/l), of 60. This value of R

w
is in agreement with the range 30 to 100 suggested by

Rodi (1993).
(iv) For the wall containing the abutment, the no-slip boundary conditions (u"0, v"0)

were applied. Along this wall, virtual wall boundary conditions at that wall are not applied
since in the recirculation zone logarithmic velocity distribution is not valid.

In order to have uniform entrance and exit #ow conditions, these boundaries must be
su$ciently away from the abutment. Previous researchers including Thangam & Speziale
(1992) and Acharya et al. (1993), investigating the #ow over 2-D step, have pointed out that
the inlet boundary should be located at least 5 times the step height upstream from the step,
and that the exit section should be at least 30 step heights away from the step. These
conditions were met in all of the runs: the inlet boundary was located 5 to 15 step heights
upstream from the abutment while the outlet boundary was located 28 to 85 step down-
stream from the abutment.

2.4. DETAILS OF FINITE ELEMENT MODELING

The mesh used in this study consists of 3500 elements (35 divisions across the channel width
and 100 divisions along the channel length). For the modeled channel segment shown
in Figure 2, a total of 3647 nodes were used. The velocity components u and v are
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approximated linearly using the four-node element; while the pressure is approximated to
be constant over an individual element area. As shown in Figure 2(a), the mesh is re"ned in
the high velocity gradient zones such as around the abutment nose and near the walls.
Figure 2(b, c) shows typical model output in terms of u and v contours from the nodal point
velocity information.

A total of 50 iterations were found su$cient for convergence in all runs for a prescribed
maximum tolerance of 10~6 in velocity and pressure values. The continuity constraint
(Lu/LX#Lv/L>) was also evaluated in all runs over each element; the maximum value was
in the order of 10~11 to 10~14 and the minimum value was in the order of !10~11 to
!10~14. Therefore, the continuity equation was very accurately satis"ed, both in the
element level and on the whole #ow domain (global) level.

3. MODEL VERIFICATION

In order to test and verify the computational model, a series of laboratory experiments
conducted at the Colorado State University (CSU) Hydraulics Laboratory to study velocity
and shear stress distribution around vertical wall abutments were used (Kheireldin 1995;
Molinas, Kheireldin & Wu 1998). Additional veri"cations were provided through compari-
sons with experiments conducted to study #ow around groins which can be visualized as
very thin abutments (Rajaratnam & Nwachukwu 1983). In the CSU laboratory experi-
ments, the model rectangular vertical-wall abutment structures were constructed with
protrusion ratios of 0)1, 0)2, and 0)3. These experiments are characterized by their wide
range of #ow intensities (Froude numbers varied between 0)3 and 0)9); they complement
Rajaratnam & Nwachukwu experiments in which model testing was conducted under lower
#ow intensities (Froude numbers varied between 0)2 and 0)3) using protrusion ratios of 0)08
and 0)16. Table 1 presents the summary of #ow conditions for Kheireldin (1995) and
Rajaratnam & Nwachukwu (1983) experiments along with summary of input data for the
computational runs. In the model testing and veri"cation runs, the energy slope was kept
constant; only protrusion ratio and #ow intensity e!ects were examined and compared with
the experimental results.

Figures 3 through 5 present results of computations for Runs A1 through A5, B1
through B5, and C1 through C5. In these "gures the lateral variation of velocities
are plotted across the channel at the upstream end of the abutment (X/a"0). In Figure 3(a),
for a protrusion ratio of 0)1, the resultant velocities are plotted across the channel. In
this "gure, the lateral location, >, is nondimensionalized by the abutment protrusion
length, a, and the di!erent pro"les correspond to runs A1 through A5 results. The velocity
pro"les across channel are plotted again in Figure 3(b), this time by normalizing the
resultant velocity, <

n
, with the uniform approach velocity, <

!11
. As a result of this trans-

formation, the series of curves in Figure 3(a) reduce to a single relationship. Finally,
in Figure 3(c) the lateral variation of the turning angle is plotted. Turning angle is de"ned
as the angle between the resultant surface velocity and the upstream approach #ow.
Past studies have related the turning angle to coe$cient of friction and to shear stresses.
At the nose region, Rajaratnam & Nwachukwu (1983) identify an upper potential #ow layer
and a bottom layer. They de"ne the corresponding turning angles between the bottom
streamline and the main #ow direction (surface streamline) and between the main #ow
and the approach #ow direction as a

w
and a

0
, respectively. The ratio between the

two turning angles, Ma"a
w
/a

0
, varies along the #ow domain. The value of this ratio

was found to be equal to 2 by Tingsanchali & Maheswaran (1990) using numerical
experimentation. In order to account for the 3-D #ow e!ects, Tingsanchali & Maheswaran
introduced a correction for roughness according to Johnston (1960). Their corrected Chezy
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Figure 3. Compound results for Kheireldin Set A experiments: (a) total velocity, (b) velocity ampli"cation; and
(c) turning angle variations across channel at X/a"0 (nose)
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Figure 4. Computed results for Kheireldin Set B experiments: (a) total velocity; (b) velocity ampli"cation; (c)
turning angle variations across channel at X/a"0 (nose)
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Figure 5. Computed results for Kheireldin Set C experiments: (a) total velocity; (b) velocity ampli"cation; (c)
turning angle variations across channel at X/a"0 (nose)
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friction coe$cient, C
fc

, is given by

C
fc
"C

f
J1#tan2 (Maa0) , (13)

where C
f

is the Chezy roughness coe$cient (C
f
"J8g/f ). Using the Tingsanchali

& Maheswaran approach, nose shear stresses can be computed from

q
/04%

"o C
fc
<2

/04%
, (14)

where<
/04%

is the resultant nose velocity. As shown in Figure 3(c), the turning angle rapidly
increases near the abutment boundary. It reaches its maximum value near >/a"1)2, and
decays gradually across the channel. Beyond the lateral location of>/a"3, the value of the
turning angle is less than 53, pointing out that the #ow is almost parallel to the free stream
and that the v component of velocity is almost zero. Figures 4(a}c) and 5(a}c) show the same
behavior for protrusion ratios of 0)20 and 0)30, respectively. As shown in Figures 3 through 5,
the maximum values of velocity ampli"cation, K

v
("<

n
/<

!11
), and the turning angle, a

0
,

vary with protrusion ratio. The comparison of these values with measured data are given in
Table 1 and Figure 6. Since the protrusion ratios used in Rajaratnam & Nwachukwu
experiments were close to the ratios used in Sets A and B computations (0)08 and 0)17 as
opposed to the 0)10 and 0)20, respectively), results of groin experiments are also used in the
comparisons.

Table 1 and Figure 6(a, b) show the measured and computed turning angles along the
study reach using Rajaratnam & Nwachukwu (1983) data. The measurements indicate
a steep gradient at the upstream abutment nose region which are in close agreement
with computations. At lateral location of >/a"1)5, the turning angle is computed
to be 153 and 163 for protrusion ratios of 0)1 and 0)2 compared to the measured values
of 183 for the Rajaratnam & Nwachukwu's 0)08 and 0)17 protrusion cases. For protru-
sion ratio of 0)1, Figure 3 shows the maximum computed turning angle to be between
183 and 203 which agrees with the measured angle. As shown in Figures 3 through 5,
while the turning angle remains relatively constant at >/a"1)5 for protrusion ratios
between 0)1 and 0)3 (around 163), at >/a"1)2 turning angles reach their maximum values.
These values range between 203 for protrusion ratio of 0)1; 273 for protrusion ratio of 0)2;
and 323 for protrusion ratio of 0)3. Past the nose region, computed turning angles for
vertical wall abutments vary slightly from the measured groin modeling results. This
deviation is due to physical di!erences between abutments and groins. Abutment length
along the #ow direction has #ow straightening e!ects past the nose region; whereas for
groins a more pronounced recirculation zone immediately downstream from the nose
region is observed.

Table 1 and Figure 6(c) show the measured and computed velocity ampli"cations as
a function of protrusion ratios. As shown in this "gure, the computed nose velocity
ampli"cations are in close agreement with experimental measurements for a wide range
of #ow and protrusion ratio conditions. Rajaratnam & Nwachukwu data lie slightly below
the computed ampli"cations since they represent slightly di!erent roughness and depth
conditions.

Figure 7 shows the computed water surface topography for a protrusion ratio of 0)3
and high approach velocity. Water surface elevation in Figure 7 shows a signi"cant drop
at the nose region whereas it is raised upstream from the protrusion. The drop at the
nose region extends laterally as well as longitudinally. The lowest water surface elev-
ation takes place downstream from the abutment nose region, close to the structure. This
water surface topography is in close agreement with observed topographies (Kheireldin
1995).



Figure 6. Comparison of computed turning angles and velocity ampli"cations with experimental data: (a)
turning angles at p"0)1; (*, computed; h, measured at >/a"1)5; n, measured at >/a"2; £, measured at
>/a"3. (b) turning angles at p"0)2 (*, computed; j, measured at >/a"1)5; m, at >/a"2; ., at >/a"3; (c)
velocity ampli"cations as a function of protrusion ratio (h, measured; m, computed; *, K

v
"m

0
/(1!a/B).

FINITE ELEMENT MODEL FOR FLOW AROUND ABUTMENTS 723



Figure 7. Computed water surface topography for 30% protrusion ratio.
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4. MODEL APPLICATION

In previous laboratory studies, #ow depth and channel roughness were kept relatively
constant. As a result, the e!ect of these parameters on the velocity ampli"cation is not
known. In this phase of the study, the turbulence model was applied to investigate the #ow
depth and roughness e!ects on the velocity ampli"cation through numerical experimenta-
tion. Table 2 presents the various test cases used in investigating roughness and #ow depth
e!ects. The test cases are grouped as: (i) constant depth and velocity runs; (ii) constant
roughness runs; and (iii) constant energy slope runs.

4.1. CONSTANT DEPTH AND VELOCITY RUNS

In these runs, while keeping the #ow depth and velocity constant, for di!erent protrusion
ratios (0)1, 0)2, and 0)3) channel roughness is varied. Since Froude numbers corresponding
to each set was kept constant, dynamic #ow similarity between cases is preserved. Using
dimensionless velocity ratios (<

!11
/<

*
) of 40, 30, 20, and 10, series of numerical experiments

were conducted. Figures 8 through 10 present results of these runs. The "ndings of these
runs are as follows.

(i) Friction e!ects are felt most signi"cantly close to the abutment structure by control-
ling the lateral component of the resultant nose velocity. For rough boundaries, the
magnitude of lateral velocities are smaller; as channel roughness decreases, close to the
abutment, the lateral velocity component and therefore the total velocity increases.

(ii) For a protrusion ratio of 0)3, for a typical range of roughness values of f"0)05 (very
smooth open channel boundary) to f"0)10 (rough boundary), the increase in nose vel-
ocities due to friction factor alone was found to be up to 20%.
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Figure 8. E!ect of channel roughness for protrusion ratio of 0)1: (a) longitudinal and lateral velocity compo-
nents; (b) velocity ampli"cation; and (c) turning angle across channel at X/a"0.
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Figure 9. E!ect of channel roughness for protrusion ratio of 0)2: (a) longitudinal and lateral velocity compo-
nents; (b) velocity ampli"cation; and (c) turning angle acoss channel at X/a"0.
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Figure 10. E!ect of channel roughness for protrusion ratio of 0)3: (a) longitudinal and lateral velocity
components; (b) velocity ampli"cation; and (c) turning angle across channel at X/a"0.
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(iii) Ampli"cation e!ects due to roughness diminishes as the protrusion ratios are
reduced. For a protrusion ratio of 0)1, for the same range of roughness values
(0)05(f(0)10), there were no signi"cant di!erences in velocity ampli"cations. However,
the location of maximum nose velocity is still shifted away from the abutment structure into
the main channel.

In both Kheireldin (1995) and Rajaratnam & Nwachukwu (1983) experiments, depth and
roughness were kept relatively constant. Molinas et al. (1998) using these data have
expressed nose velocity ampli"cation (ratio of resultant nose velocity to approach velocity),
K

v
, by

K
v
"

<
/04%
<

!11

"

m
0

1!p
, (15)

where p is the protrusion ratio ("a/B); and m
0

is an experimental coe$cient whose value
was stated to be a function of approach #ow angle of attack and abutment type. For
the Kheireldin experiments, Molinas et al. (1998) found the value of m

0
to be near 1. In the

velocity ampli"cation expression given by equation (15), the variation of m
0

with depth and
roughness could not be observed. However, it is reasonable to expect that m

0
, in addition to

geometric factors such as #ow inclination and abutment type, is also a function of channel
roughness, or

m
0
"k

1
F (<

!11
/<

*
)"k

1
G( f ), (16)

where k
1

is a constant and F and G are general functions of dimensionless velocity and
friction factor. As a limiting condition, for small protrusion values (no protrusion),
m

0
should approach 1. Using the results of numerical experimentation along with nonlinear

regression and the limiting condition for a/B"0, the following expression for the nose
velocity ampli"cation was developed:

K
v
"

1#(p2 ln f )/2

(1!p)
, (17)
Figure 11. Variation of velocity ampli"cation with friction factor and protrusion ratio.



Figure 12. Results of numerical experiments: (a) e!ect of #ow depth and energy slope for a given roughness
(Froude number F

r
"0)26, depth"0)07}0)6 m, f"0)0545, <

!11
/<

*
"12)12): *j*, S"0)00073; *.*,

S"0)001; *n*, S"0)00154; *h*, S"0)0026; (b) e!ect of roughness for a given energy slope ("0)001) and
F
r
"0)2}0)3, depth"0)08}0)65 m: *m*, f"0)108; 2.*, f"0)054; *h*, f"0)027.
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where p is the protrusion ratio ("a/B) and f is Darcy-Weisbach friction coe$cient. The
second term which appears in the numerator in (17) re#ects the friction e!ects. Figure 11
presents the variation of nose velocity ampli"cation with friction factor according to
equation (17). As shown in Figure 11, for friction values greater than 0)05 nose ampli"cation
is independent of channel roughness and is a function of protrusion ratio, p, alone. On the
other hand, for smooth channel boundaries ( f lower than 0)05), nose ampli"cation is
a function of both p and f. Figure 11 also shows that for protrusion ratios below 0)10,
friction e!ects are negligible.

4.2. CONSTANT ROUGHNESS RUNS

Using a protrusion ratio of 0)3 and a constant channel roughness, approach #ow depth and
velocity were varied while keeping the Froude number constant. In these experiments,
approach depth varied between 0)07 m and 0)59 m and velocities ranged between 0)2 m/s
and 0)6 m/s. The velocity ampli"cation pro"les across the channel corresponding to
di!erent cases are given in Figure 12(a). This "gure shows that for a given #ow intensity (or
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constant Froude number) and roughness, the velocity ampli"cations at the nose do not vary
with depth. In other words, for a given protrusion ratio, #ows with the same Froude
number and friction factor result in the same nose velocity ampli"cations since depth e!ects
are implicitly included in friction factors.

4.3. CONSTANT ENERGY SLOPE RUNS

In these runs, using a protrusion ratio of 0)3 and an energy slope of 0)001, #ow depth and
roughness were varied. Flow depths were selected between 0)08 m and 0)65 m and the
corresponding friction factors ranged between 0)01 and 0)11. Similar to the results from
constant depth and velocity runs, series of curves, each corresponding to a di!erent friction
factor, were obtained. The velocity ampli"cation pro"les across the channel corresponding
to di!erent cases are given in Figure 12(b) and con"rms the conclusions (i) and (ii) from
constant depth and velocity run experiments.

5. SUMMARY AND CONCLUSIONS

A two-dimensional hydrodynamic model was developed to determine the #ow "eld around
vertical wall abutments. The model solves the Reynolds-averaged turbulence #ow equations
along a horizontal plane passing through the average water surface. This approach is an
improvement over the current practice of using depth-averaged models. In the model,
through the use of power law for the vertical distribution of the longitudinal velocity,
vertical gradient e!ects are accounted for. This velocity distribution is utilized in de"ning
the vertical gradients of the longitudinal and lateral turbulent shear stress components in
the momentum equations. The current model has the capability of predicting the dynamic
pressure distribution, which is then converted to water surface elevations. As such, the
model solves for the longitudinal velocity, lateral velocity, and local #ow depth. The model
being two-dimensional, is computationally e$cient and practical to use. The governing
equations are solved using the "nite element method which is known for its ease in handling
various boundary conditions and #ow domain geometries.

The numerical model was successfully tested and veri"ed against experimental data. The
results show that the model could simulate the high intensity velocity and bed shear zone at
the upstream abutment nose. The computed velocity ampli"cations at the nose region and
the turning angles show close agreement with experimental measurements could be
achieved for a wide range of Froude numbers ranging from 0)2 to 0)9.

Next, using this model, the e!ects of roughness on the #ow "eld was investigated by
varying the channel roughness while keeping other factors constant. As a result of these
numerical experiments, an expression given by equation (17) which relates maximum nose
velocity ampli"cation to friction and protrusion ratio was developed. It is shown that
the friction e!ects are felt most signi"cantly close to the abutment structure by controlling
the lateral component of the resultant nose velocity. For rough boundaries, the magnitude
of lateral velocities are smaller; as channel roughness decreases, close to the abutment, the
lateral velocity component and therefore the total velocity increases. For a protrusion ratio
of 0)3, for a typical range of roughness values of f"0)05 (very smooth open channel
boundary) to f"0)10 (rough boundary), the increase in nose velocities due to friction factor
alone was found to be up to 20 percent. Ampli"cation e!ects due to roughness diminishes as
the protrusion ratios are reduced. For a protrusion ratio of 0)1, for the same range of
roughness values (0)05(f(0)10), there were no signi"cant di!erences in velocity ampli"-
cations. However, the location of maximum nose velocity is still shifted away from the
abutment structure into the main channel. Laboratory research studies consider 8 to 10
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percent protrusion ratio as a limit to study local abutment scour while avoiding contraction
e!ects. This study "nds that for this range of protrusion ratios friction e!ects are negligible
and do not e!ect model-to-prototype #ow similarity.
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APPENDIX: NOTATION

The following symbols are used in this paper.
a protrusion length perpendicular to the direction of #ow
B total channel width
F
x

body force in the longitudinal channel direction
F
y

body force in the transverse channel direction
f Darcy-Weisbach friction factor
g gravitational acceleration
H average water depth
k turbulence kinetic energy
Ma ratio between turning angles for bottom and surface streamlines, or a

w
/a

0m reciprocal of the exponent in the power law for the longitudinal velocity
m

0
experimental coe$cient in velocity ampli"cation factor relationship

P mean pressure
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S
E

slope of the energy grade line
;

!7
depth-averaged longitudinal velocity

u, v longitudinal and transverse components of local velocity, respectively
<
*

shear velocity
<
n

resultant nose velocity
<
!11

Width- and depth-averaged uniform longitudinal approach velocity
X longitudinal channel direction
> transverse channel direction
Z vertical direction
a
0

turning angle between the approach #ow and the main #ow direction (surface streamline)
a
w

turning angle between the bottom streamline and the main #ow direction
e rate of dissipation of the turbulent kinetic energy
h angle the channel bed makes with the horizontal plane in the direction of #ow
i von Karman constant
K

v
velocity ampli"cation de"ned as the ratio of resultant nose velocity to approach velocity

j penalty parameter
l
T

turbulent viscosity
o density of the water
p ratio of protrusion length perpendicular to direction of #ow to total channel width

("a/B)
q
s

longitudinal turbulent shear stress
q
n

transverse turbulent shear stress.
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